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Registration of 3D Ultrasound Through
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Troy K. Adebar, Student Member, IEEE, Michael C. Yip, Septimiu E. Salcudean*, Fellow, IEEE,
Robert N. Rohling, Senior Member, IEEE, Christopher Y. Nguan, and S. Larry Goldenberg

Abstract—In this study, we evaluated a new method for regis-
tering three-dimensional ultrasound (3DUS) data to external coor-
dinate systems. First, 3DUS was registered to the stereo endoscope
of a da Vinci Surgical System by placing a registration tool against
an air—tissue boundary so that the 3DUS could image ultrasound
fiducials while the stereo endoscope could image camera markers
on the same tool. The common points were used to solve the reg-
istration between the 3DUS and camera coordinate systems. The
target registration error (TRE) when imaging through a polyvinyl
chloride (PVC) tissue phantom ranged from 3.85 + 1.76 mm to
1.82+1.03 mm using one to four registration tool positions. TRE
when imaging through an ex vivo liver tissue sample ranged from
2.36 + 1.01 mm to 1.51 &= 0.70 mm using one to four regis-
tration tool positions. Second, using a similar method, 3DUS was
registered to the kinematic coordinate system of a da Vinci Sur-
gical System by using the da Vinci surgical manipulators to iden-
tify common points on an air-tissue boundary. TRE when imaging
through a PVC tissue phantom was 0.95+0.38 mm. This registra-
tion method is simpler and potentially more accurate than methods
using commercial motion tracking systems. This method may be
useful in the future in augmented reality systems for laparoscopic
and robotic-assisted surgery.

Index Terms—Endoscopy, medical robotics, prostate, registra-
tion, surgical guidance/navigation, ultrasound, virtual/augmented
reality.

[. INTRODUCTION

APAROSCOPIC surgery and robotic-assisted laparo-

scopic surgery have benefits compared to traditional open
surgery that include reduced blood loss, improved visualization
of the surgical field, and shorter postoperative recovery time.
Unfortunately, these approaches greatly reduce haptic feedback
to the surgeons, making it difficult for them to identify the
mechanical properties of tissues. Although stereo cameras are
used for guidance, they do not provide subsurface information.
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Augmented reality (AR) is one research concept aimed at
improving guidance, and can be implemented as the overlay
of medical image data onto the surgeon’s camera view. This
allows the surgeon to visualize subsurface anatomic features
(tumors, vasculature, etc.). Prior studies in AR for surgery have
incorporated data from a variety of medical imaging modalities,
including X-ray [1], computed tomography (CT) [2], magnetic
resonance imaging (MRI) [3], [4], and ultrasound (US) [5]-[9].

Robotic-assisted surgery using the da Vinci Surgical System
(Intuitive Surgical Inc., Sunnyvale, CA) is an excellent platform
for AR, because the da Vinci surgeon views the surgical field
through a three-dimensional (3D) computer display and controls
surgical instruments using haptic devices. Robotic-Assisted La-
paroscopic Radical Prostatectomy (RALRP) is a common ap-
plication of the da Vinci system. The primary goal of RALRP
is the removal of all cancerous tissue. Success in this goal can
be measured using postoperative pathology. If a prostate spec-
imen is found to contain cancer cells at its boundary, it reveals a
positive surgical margin (PSM), indicating that cancerous tissue
may have been left in the patient. Another important goal of
RP is avoiding two common side effects: loss of urinary con-
trol and sexual impotence. These functional side effects may
be a result of damage to neurovascular anatomy that occurs
during surgery, specifically the nerves and blood vessels that
form plate-like bundles that envelop the lateral aspects of the
prostate. In nerve-sparing prostatectomy, surgeons attempt to
avoid injuring these neurovascular bundles (NVB) by gently re-
leasing them off the prostate while avoiding the use of electro-
cautery as much as possible. In a survey of recent case series,
Coelho et al. [10] found overall PSM rates ranged from 9.3% to
33.3% of RALRP patients. Urinary continence rates were found
to range from 47% to 93% of patients at three month follow up,
and from 82.1% to 92% of patients at 12 month follow up. Po-
tency rates were found to range from 8.3% to 47% of patients
at three month follow up, and from 43.2% to 78% of patients at
12 month follow up.

Even with the da Vinci’s superior vision system, it is diffi-
cult for surgeons to identify the prostate boundaries, and the
location of nerves, blood vessels, etc. The lack of haptic feed-
back and the limitations of the information provided by preop-
erative biopsies also make it difficult to identify cancerous le-
sions. As a result, there exists a fundamental trade off in cur-
rent clinical practice between removing tissue to prevent PSMs
and avoiding injury to periprostatic anatomy such as the NVB.
Previous studies have found that intraoperative transrectal ul-
trasound (TRUS) is useful in prostatectomy for confirming the
correct plane of dissection between the prostate base and the
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bladder wall, identifying hypoechoic regions that may repre-
sent cancerous tissue near the boundary of the prostate, and
visualizing bloodflow in the neurovascular bundles [11]-[13].
An AR system based on TRUS could thus allow the surgeon to
perform a more accurate dissection of the prostate, decreasing
PSMs while minimizing damage to the sensitive periprostatic
anatomy. This could potentially improve both oncological and
functional outcomes for the patient.

AR in surgery involves three main technical problems: devel-
oping a 3D model of subsurface anatomy based on medical image
data, registering the anatomic model to the kinematic or visual
frame of the user, and rendering the model to the user [8]. The reg-
istration of the medical image data is critical because errors from
registration translate directly to errors in anatomic feature local-
ization. This paper investigates the problem of registration be-
tween US and robot (camera, manipulator) coordinate systems.

Existing methods for US to camera registration are gener-
ally based on external tracking systems. These methods involve
three steps. First, optical trackers, magnetic trackers, or robotic
manipulators are used to monitor the 3D poses of the US trans-
ducer housing and camera housing with respect to a fixed ex-
ternal coordinate system [5]—[7], [14]. Second, the US volume is
calibrated to the pose of the transducer housing using a calibra-
tion phantom [15], [16]. Third, the 3D camera coordinate system
is calibrated to the pose of the camera housing [17]. While these
registration methods based on external tracking systems have
been applied with success in various clinical settings, they have
several shortcomings. The external tracking systems themselves
are expensive pieces of equipment that occupy significant space
in the operating room (OR). Other pieces of equipment present
in the OR can interfere with their operation, for example by
blocking the line of sight of optical tracking systems or dis-
rupting the sensitive fields of magnetic tracking systems. Both
of these issues are especially problematic in RALRP, where the
da Vinci patient-side cart is docked to the OR table, abutting the
surgical field. Given that the US transducer poses are tracked
with respect to the housing, errors in pose can be magnified by
the lever arm effect between the housing and the imaging plane.
External tracking systems also typically require modifications
to existing transducer and camera housings in order to mount
magnetic or optical markers.

Direct US to camera registration, without any external
tracking system, requires common features that can be iden-
tified in both modalities and used as fiducials. Unfortunately,
US and camera data only overlap at boundaries between air
and tissue. Therefore, common features must be located at the
air—tissue boundary in order to be used as registration targets.
This paper describes a method for registering three-dimensional
ultrasound (3DUS) to stereoscopic cameras based on this con-
cept. In our method, a registration tool with optical markers and
ultrasound fiducials is pressed against the air—tissue boundary
so that it can be imaged by both the cameras and the 3DUS,
thus providing common points in the two coordinate systems.
By eliminating the US transducer calibration and the external
tracking systems, this method reduces the possible sources
of error in the registration. An initial feasibility study on this
approach that did not use an endoscopic camera and had much
more limited validation was previously presented [18].
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Fig. 1. Registration concept.

Based on the concept of directly identifying common points
on an air-tissue boundary, it is also possible to register 3DUS
to other coordinate systems, such as the kinematic coordinate
system of a surgical robot. This could be used, for example, to
generate forbidden-region haptic fixtures [19] based on med-
ical image data. Such registration can also allow real-time US
imaging systems to track robotic surgical tools during a proce-
dure, as we describe in [20]. In the case of the da Vinci Surgical
System, Intuitive Surgical’s Application Programming Interface
(API) permits real-time streaming of kinematic data from the da
Vinci manipulators [21] relative to a fixed kinematic coordinate
system on the da Vinci patient-side cart.

In this study, we examine the accuracy of registering 3DUS to
the stereo endoscope and kinematic coordinate system of a da
Vinci Surgical System using registration tools pressed against
an air—tissue boundary.

II. METHOD

A. Registration Concept

Fig. 1 depicts our concept for ultrasound to camera registra-
tion. The registration tool itself may be implemented in a va-
riety of forms. The form we will focus on in this study is a
simple “drop-in” tool with three camera markers on one face
and three ultrasound surface fiducials on the opposite face. To
perform a registration with this tool we define three coordinate
systems: the stereo camera coordinate system { ¢g, Cy }, the op-
tical marker coordinate system {01, C4 }, and the 3DUS coor-
dinate system {02, C5}. The goal of the registration is to de-
termine the homogeneous transformation “7% from {00, Cy}
to {02, C,}. The coordinates of the three camera markers in
{00.Co}s “Teo, Y1, and .o, are determined by stereo tri-
angulation. Likewise, the coordinates of the three US fiducials
in {02,C5}, *Tuso, 2Tust, and ?x,52, are determined by seg-
menting the fiducials out of the 3DUS volume. The offset be-
tween the camera markers and the ultrasound fiducials, 'v,,.,
is known from the geometry of the tool. The offset is applied to
yield the position of the ultrasound fiducials in {09, Cy }, "us0,
Y%us1, and Uz, 5o There are then three common points known in
both {09, Cy} and {02, €5}, which means that a standard least
squares approach can be used to solve for the transformation
97,. Multiple positions of the registration tool can be imaged



ADEBAR et al.: REGISTRATION OF 3D ULTRASOUND THROUGH AN AIR-TISSUE BOUNDARY

and incorporated to increase the number of fiducials, and thus
the accuracy of registration.

As an alternative to a purpose-built drop-in tool, existing la-
paroscopic or robotic instruments can be used to define common
points in two coordinate systems. Many existing instruments
(forceps, needle drivers, etc.) have a semi-spherical tip profile
when their tool jaws are closed. This tip can be pressed into a
tissue surface to create a feature that can be segmented in ultra-
sound. Although the instrument tip itself cannot be seen directly
in the cameras when pressed into tissue, a model of the tool’s ge-
ometry could be constructed to allow features on the tool body
such as edges, hinge points, etc., to be used as optical markers
for stereo triangulation. The surgical tool could thus be imaged
when pressed at multiple positions on a tissue surface, with each
position defining one target point for the registration, similar to
the registration tool described above.

B. Apparatus

1) Laparoscopic Stereo Cameras: A 12-mm 0° da Vinci
stereo endoscope was used for camera imaging. A da Vinci
Standard model was used for phantom testing, and a da Vinci
Si model was used for ex vivo tissue testing. The stereo camera
images were captured using two Matrox Vio cards (Matrox
Electronic Systems, Dorval, QC, Canada), with the left and
right channel DVI outputs from the da Vinci surgical console
streamed to separate cards. The capture system ran on an Intel
PC with 10 GB memory running Windows XP 32-bit Edition.
The images were captured synchronously using the native
Matrox API at 60 frames/s and a resolution of 720x 486 pixels.

2) Three-Dimensional Ultrasound System: All ultrasound
data for this study were captured using a biplane TRUS
transducer in combination with a PC-based ultrasound con-
sole (Sonix RP; Ultrasonix Medical Corp., Richmond, BC,
Canada). The transducer has both linear sagittal and convex
transverse arrays, but the 128-element linear array was used for
all imaging. Imaging depth was set at 55 mm. Focus depth was
adjusted before testing to produce the best possible image, and
afterwards remained constant.

Intraoperative TRUS imaging in RALRP requires a system
for holding the transducer itself, since the da Vinci cart is typ-
ically positioned immediately between the patient’s legs, with
the column and arms of the da Vinci greatly limiting access
to the patient’s rectum. To address this issue, robotic TRUS
probe manipulators that allow remote control of the transducer
have been proposed [22]-[24]. One such robotic TRUS imaging
system (shown in Fig. 2) based on a modified brachytherapy
stepper [22] was used to capture 3D data in this study, by ro-
tating the TRUS transducer around its axis and recording ultra-
sound images at known positions. The range of angles captured
by the robot was adjusted according to the position of the reg-
istration tool. Images were captured with an angular increment
of 0.3° in all testing.

3) Drop-in Registration Tool: Fig. 3 shows the drop-in reg-
istration tool used in the first implementation of the registration
concept. It consists of a machined stainless steel plate, with an-
gled handles designed to be grasped by da Vinci needle drivers.
Optical markers on the top surface are arranged directly above
stainless steel spherical fiducials on the opposite face. The
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Fig. 2. Robotic TRUS imaging system used to capture 3DUS data.
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Fig. 3. Schematic of registration tool. Dimensions are shown in millimeters.
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spherical fiducials are seated in 1-mm circular holes machined
into the plate by a water jet cutter with dimensional accuracy of
0.13 mm, in order to locate them accurately. The fiducials are
3 mm in diameter. Although smaller fiducials would logically
seem to provide more precise points to localize as registration
targets, we have found that smaller fiducials tend to become
lost in the reflections at the air—tissue boundary [18]. The tool
was designed to fit through the 10-mm inner diameter of the
da Vinci cannulas. It is approximately 9.5 mm wide, with an
overall length of approximately 54 mm.

4) Laparoscopic Instrument: A frequently used da Vinci in-
strument (Large Needle Driver; Intuitive Surgical, Sunnyvale,
CA) was used to manipulate the drop-in registration tool. As
described in later sections, the instrument itself was also used
directly as a second implementation of the registration method
by closing the tool jaws, pressing the tip of the closed tool into
a phantom tissue surface, and imaging the tip in ultrasound.

C. Registering 3DUS to a Stereo Endoscope

1) Registration Procedure: In this study, we applied our
drop-in tool registration method to two different tissue phan-
toms. A custom-made polyvinyl chloride (PVC) prostate
phantom was used to register our 3DUS system to a da Vinci
Standard system in a research lab at the University of British
Columbia. An ex vivo porcine liver was used to register our
3DUS system to a da Vinci Si system in a research lab at
Vancouver General Hospital. Both tests followed the same
experimental procedure, described below.
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REGISTRATION TOOL

Fig. 4. Experimental setup, showing the TRUS robot, registration tool, stereo
endoscope and PVC phantom.

Fig. 4 shows an overview of the setup used in these ex-
periments. The TRUS transducer was installed on a standard
operating room table using a brachytherapy positioning arm
(Micro Touch; CIVCO Medical Solutions, Kalona, IA). The
da Vinci stereo endoscope was positioned so that it could
view the sagittal imaging array of the TRUS transducer. A
tissue phantom was installed over the TRUS probe, with the
top surface visible in the da Vinci camera view. As shown
in Fig. 6, the registration tool was applied to the top surface
of the phantom using the da Vinci manipulator. The tool was
positioned so that the three ultrasound fiducials were visible
in the 3DUS and the three optical markers were visible in the
da Vinci camera view. The left and right camera images and a
3DUS volume were captured. The registration tool was moved
to a new position, and reimaged. A total of 12 positions were
imaged for each ultrasound phantom.

A standard stereo camera calibration was performed using
Bouguet’s camera calibration toolbox for Matlab [17]. The
registration tool optical markers were selected in the left and
right camera images, and the initial selection was automatically
refined to sub-pixel precision using a Harris corner detector.
The left and right image points were then used to triangulate
the positions of the registration tool optical markers in the 3D
camera coordinate system. Similarly the US fiducials were
manually localized in the 3DUS volumes. As described above,
the common fiducial points on the registration tool were used to
solve the homogeneous transformation between the camera and
ultrasound coordinate systems using a standard least-squares
algorithm [25], minimizing the sum of squared distance error
between the common points. Fiducial points from multiple
positions of the registration tool were incorporated in order to
increase the accuracy of the registration. Between one and four
positions of the registration tool were used, with the registration
tool translated and rotated at random across the surface of the
phantom, which measures approximately 95 mm %65 mm.
Fiducial registration error (FRE) was defined as the average
residual error between the camera markers and ultrasound
fiducials.

2) Validation Procedure: Fig. 5 shows a cross wire phantom
used to evaluate the accuracy of our registration method. The
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SECTION A-A

Fig. 5. Schematic of cross wire validation phantom. Dimensions are shown in
millimeters.

phantom was designed to provide points that could be precisely
localized by both 3DUS and stereo cameras. It consists of eight
intersection points of 0.2-mm nylon wire arranged in a grid ap-
proximately 35 mm X 25 mm X 20 mm. The wire grid is sup-
ported by a custom-built stainless steel frame.

After the registration was determined, without moving either
the US transducer or the stereo endoscope, the tissue phantom
was removed and the US transducer was immersed in a water-
bath. The cross wire phantom was installed in the waterbath and
a 3DUS volume of the phantom containing all eight cross wire
points was captured. Again without disturbing any of the appa-
ratus, the water in the bath was drained and left and right camera
images of the cross wire phantom were captured. This process
was repeated for a second position of the cross wire phantom,
yielding sixteen target points in all. The cross wire points were
localized in the camera coordinate system using stereo triangu-
lation, and in the US coordinate system by manually localizing
the points in the 3DUS volumes. All ultrasound data were cor-
rected for differences in speed of sound (cpyve = 1520 m/s;
Ctissue = 1540 M/8; Cwater = 1480 m/s at room tempera-
ture). To determine registration error, we used the previously
found registrations to transform the positions of the cross wire
intersections from the 3DUS coordinate system into the stereo
camera coordinate system. These transformed points were com-
pared to the triangulated positions of the cross wires, with target
registration error (TRE) defined as the distance between the
transformed US points and the triangulated camera points. We
measured the error for registrations incorporating between one
and four positions of the registration tool (i.e., between three and
twelve fiducials). A one-way analysis of variance (ANOVA) is
a generalization of the student ¢-test for more than two groups.
We used an ANOVA to determine whether registrations incor-
porating between two and four positions of the tool were signif-
icantly more accurate than the single tool case.

The drop-in tool registration was also used to create ex-
ample ultrasound image overlays in the da Vinci view. After
performing a registration using the method described in the
previous section and without moving either the TRUS robot or
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Fig. 6. 3DUS and da Vinci stereo endoscope arranged to image the ex vivo air-tissue boundary (a) and da Vinci camera view of the tool pressed against the surface

of the porcine liver (b).

the da Vinci stereo endoscope, a prostate elastography phantom
(CIRS, Norfolk, VA) was placed so that the TRUS could image
simulated anatomy within the phantom, while the endoscope
imaged the top surface of the phantom. An ultrasound sweep
and corresponding camera images were recorded, and the
simulated anatomic features (urethra and seminal vesicles)
were manually segmented from all TRUS images in which they
appeared. The segmented phantom anatomy was then overlaid
in the correct position and orientation on the camera images.

D. Registering 3DUS to a Surgical Robot

1) Registration Procedure: In this experiment, we used the
tips of an existing da Vinci surgical instrument to register our
3DUS system to the kinematic coordinate system of a da Vinci
Standard system, while imaging through a PVC phantom. Four
registrations were performed. For each registration, three points
were identified on the surface of the tissue phantom using a da
Vinci instrument as follows. The jaws of the instrument were
closed, and the tip of the tool was pressed into the surface of
the phantom. Using our robotic TRUS probe manipulator, the
position of the ultrasound imaging plane was adjusted until the
ultrasound image contained the tip of the da Vinci tool. The tip
of the tool was then selected in the image, and the positions in
the kinematic coordinate systems of the TRUS manipulator and
the da Vinci were recorded. The da Vinci API directly provides
the position and orientation of the instrument tip relative to the
da Vinci kinematic coordinate system, making this straightfor-
ward. Previous studies have found the API’s position data to be
accurate to within approximately 1 mm [26], [27]. After three
points were recorded, they were used to solve the rigid transfor-
mation between the two coordinate systems.

2) Validation Procedure: After each registration was per-
formed, the da Vinci instrument was imaged at eight different
additional positions on the phantom surface, with the location
in the kinematic coordinate system of the da Vinci recorded for
each point. Series of 2DUS images with position data were cap-
tured for each position, and processed into volumetric 3DUS
data. The tool tips were manually segmented out of the resulting

volumes. Using the calculated registrations, the corresponding
points recorded from the da Vinci API were transformed into
the 3DUS coordinate system, and compared to the segmented
3DUS points to determine the registration error.

III. RESULTS

Fig. 7(a) and (b) shows the appearance of spherical fiducials
pressed against the surface of the PVC ultrasound phantom and
an ex vivo liver sample, respectively. Fig. 7(c) shows the ap-
pearance of the tip of the da Vinci instrument pressed against
the surface of the PVC ultrasound phantom. Fig. 7(d) shows the
method used for manually localizing the fiducials in the ultra-
sound images.

A. Registering 3DUS to a Stereo Endoscope

Table I lists TRE (cross wire intersections) and FRE (surface
fiducials) when registering through the PVC prostate phantom.
Between one and four positions of the registration tool were
used to determine the transformation, so results are averaged
over multiple possible combinations (e.g., 12 choose 4 combi-
nations, 12 choose 3 combinations, etc.). Asterisks indicate a
statistically significant difference in sample mean compared to
the single tool results (p < 0.03).

Table II similarly lists registration accuracy results when
imaging through the ex vivo porcine liver.

Fig. 8 shows an example of an overlay image produced using
our registration method. The left da Vinci camera image, cap-
tured while the stereo endoscope imaged the prostate elastog-
raphy phantom, is shown. The segmented simulated urethra and
seminal vesicles are shown superimposed in the correct position
and orientation on the camera image.

B. Registering 3DUS to a Surgical Robot

Table III lists registration accuracy results for registering the
3DUS data to the da Vinci kinematic coordinate system. Errors
are presented in the anatomic frame of the patient corresponding
to RALRP (i.e., superior—inferior error, es_j, medial-lateral
error, e s 1, and anterior—posterior error, €4 p).
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(©) (d)

Fig. 7. Surface fiducial against an air-tissue boundary and imaged through a PVC phantom (a) and an ex vivo liver tissue sample (b). Laparoscopic instrument tip
pressed against an air—tissue boundary and imaged through a PVC phantom (c). Illustration of method for localizing fiducial tip (d): The axis of the reverberation

is identified, and the tip is selected along that line.
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Fig. 8. Example display of TRUS information on da Vinci camera view based on prior registration. The TRUS image on the right shows the manually segmented
urethra (red) and seminal vesicles (blue), as well as the image border (white dashed). The segmented anatomy and image border are overlaid in the da Vinci camera
image on the left. The left image also shows the tubular outlines of the urethra and seminal vesicles (black dotted), based on the segmentation from other image

slices (not shown).

TABLE I
REGISTRATION ACCURACY IMAGING THROUGH PVC PHANTOM

tool poses | fiducials | targets FRE (mm) TRE (mm)
1 3 16 0.20 £ 0.09 | 3.85 £ 1.76
2 6 16 0.75 £ 0.38 | 2.16 £ 1.16*
3 9 16 0.81 £ 0.55 | 1.96 £+ 1.08*
4 12 16 0.85 £ 0.62 | 1.82 £+ 1.03*

IV. DiscussioN

In our previous feasibility study on 3DUS to camera regis-
tration, we found an average TRE of 1.69 + 0.60 mm using
a single registration tool position and imaging through a PVC
tissue phantom [ 18]. In that experiment, we used stereo cameras
with 120-mm disparity, and a relatively large registration tool.

TABLE II
REGISTRATION ACCURACY IMAGING THROUGH EX-VIvo LIVER TISSUE

tool poses | fiducials | targets FRE (mm) TRE (mm)
1 3 16 0.54 £ 020 | 2.36 + 1.01
2 6 16 0.82 + 0.29 | 1.67 £ 0.75*
3 9 16 091 £ 032 | 1.57 £ 0.72%
4 12 16 095 £ 0.34 | 1.51 £ 0.70%

In this experiment, we used a da Vinci stereo endoscope with
3.8-mm disparity, and a smaller registration tool designed to fit
through a 10-mm cannula. Based on the differences in camera
and tool geometry, it is not surprising that we found the equiva-
lent error measure in this study to be greater. In this study, using
a single registration tool position, we found an average TRE of
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TABLE III
ACCURACY OF 3DUS TO DA VINCI KINEMATIC FRAME REGISTRATION

Trial | eg_y (mm) | epq—p (mm) | eqg—p (mm) | eropqr (Mm)
1 0.46 £+ 0.52 042 + 0.51 0.34 £+ 0.15 0.79 + 0.33
2 0.29 £ 0.39 | 048 + 047 0.38 + 0.10 0.75 £ 0.14
3 0.58 £+ 0.68 0.47 + 0.56 0.53 + 0.32 1.03 £ 0.37
4 0.82 £+ 0.83 0.55 £ 0.63 0.50 £+ 0.17 1.23 +£ 044

Avg. | 0.54 + 0.65 0.48 + 0.52 0.44 + 0.21 0.95 £+ 0.38

3.85 &+ 1.76 mm imaging through PVC and 2.36 &+ 1.01 mm
imaging through ex vivo liver. To improve the results, we com-
pensated for the geometry changes by adding one or more ad-
ditional positions of the tool to the registration. For the ex vivo
liver testing, two positions of the tool produced an average TRE
of 1.67 £ 0.75 mm. This is comparable to our previous result
and represents a statistically significant reduction (p < 0.05) in
TRE over a single tool position. Previous studies have reported
accuracies of 3.05 & 0.75 mm based on magnetic tracking [6]
and 2.8340.83 mm based on optical tracking [5], although these
studies used different accuracy measures. Adding more regis-
tration tool positions further reduced the average TRE. Incor-
porating four tool positions, for example, produced an average
TRE of 1.51 £ 0.70 mm for the ex vivo liver test. While the
increase from one tool position to two tool positions produced
a statistically significant improvement, no other additional tool
position produced an incremental improvement that was stat-
ically significant. In this experiment, the registration tool was
randomly repositioned over the phantom surface, so adding a
second tool position to the first would be equivalent to using a
larger registration tool. Incorporating two registration tool po-
sitions would likely be the best choice for a clinical system, as
this provides equivalent accuracy to more tool positions without
the time needed for additional ultrasound scans.

Based on the previous studies that have considered intraop-
erative TRUS in RALRP, an AR system based on TRUS would
potentially be useful for identifying the correct planes of dissec-
tion at the prostate base, at the prostate apex, and medial to the
neurovascular bundles [11]-[13]. Identifying the correct plane
between the prostate and the NVB is the most critical step, and
requires the highest level of accuracy. Ukimura et al. [11] found
that the mean distance between the NVB and the lateral edge of
the prostate ranged from 1.9 4+ 0.8 mm at the prostate apex to
2.5 £ 0.8 mm at the prostate base. This is suggestive of the re-
quired accuracy for an AR system in RALRP. Our system for
3DUS to camera registration approaches this accuracy when in-
corporating two positions of the registration tool.

In our previous feasibility study we found the average error
for manually localizing surface fiducials to be approximately 1

m [18]. The appearance of the spherical fiducials in US, and
the ability to localize them accurately, clearly has an important
effect on the overall accuracy of our method. Because our 3D
TRUS system uses sweeps of 2D images to construct 3D data,
the resolution is lowest in the elevational direction of the array.
Altering the incremental angle between images might thus af-
fect registration accuracy significantly. Altering the depth of the
US focus relative to the fiducials might also affect the overall
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accuracy, as the boundaries of the fiducials would become less
clear. The boundaries of the fiducials raise another issue, as it is
uncertain whether the high-intensity response at the top of the
fiducials represents the actual edge of the spheres or reflections
from within the metal spheres. Hacihaliloglu et al. also consid-
ered this problem when using a stylus pointer with a spherical
edge in US. They imaged a row of spheres with different known
diameters, and compared the differences between the edges in
the ultrasound images with the known differences in diameter.
They concluded that the edge of the high-intensity response was
in fact the edge of the sphere, perhaps with a small constant
offset [28]. The force applied to hold the registration tool against
the air—tissue boundary would also appear to be important to the
appearance of the fiducials, but we qualitatively observed that
varying the applied force did not greatly affect the appearance
of the fiducials, as long as the fiducials were in contact with the
phantom or tissue.

As seen in Tables I and II, average 3DUS-to-camera regis-
tration errors were higher for the PVC phantom than the liver
tissue sample with the same number of registration tool posi-
tions included, although the differences were small compared
to the sample standard deviations. As shown in Fig. 7, the US
fiducials appear differently when imaged through the liver tissue
compared to the PVC. The tips of the surface fiducials were gen-
erally easier to identify through the liver sample, as there was
less high-intensity reverberation. This may explain the slight
decrease in registration error. Two other sources of error, the
manual segmentation of the nylon-wire registration targets and
slight deflections of the TRUS robot caused by the weight of
the phantoms, may also have led to a small level of variability
between registration tests.

The average registration error using a da Vinci instrument to
directly identify common points in the 3DUS and da Vinci kine-
matic coordinate system was approximately 1 mm. Manually
localizing the fiducials is likely the main source of error in this
registration. Error in the da Vinci kinematic output due to deflec-
tion of the manipulators could also potentially affect this accu-
racy; however, we believe the effect of deflection was minimal
in our testing for several reasons. First, the registration accuracy
is close to the accuracy of the da Vinci API itself based on pre-
vious reports [26], [27]. Second, the force required to create rec-
ognizable features on a tissue surface is small compared to the
force required for surgical tasks such as suturing. Third, our da
Vinci instruments were not constrained by endoscopic ports, so
no bending was introduced at these points. When using our reg-
istration method in a clinical situation, care must be exercised
to minimize misalignment between the instrument arms and the
endoscopic ports. Otherwise, as described in [29], the accuracy
of the da Vinci API output would be significantly reduced, and
some type of model-based correction might be required.

For registration of 3DUS to laparoscopic stereo cameras, we
have focused mainly on using a purpose-built drop-in registra-
tion tool. It may also be possible to use existing surgical instru-
ments, rather than a special tool, to create registration targets
for this purpose. We believe it should be feasible to accurately
locate the instrument tip in the camera by creating a geometric
model of the surgical instrument, detecting and stereo-triangu-
lating identifiable points on the instrument, and fitting the model
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to these triangulated points. Although methods for tracking la-
paroscopic tools using stereo cameras have been previously de-
scribed [5], [30]-[32], this is a challenging problem for future
research.

Performing a registration currently requires manual segmen-
tation and triangulation of registration tool fiducials. Once we
have identified the common points, finding the transformation
itself requires only a simple least-squares calculation that takes
milliseconds on a typical PC. Once fiducial detection and local-
ization in both the ultrasound and camera coordinate systems is
made automatic, the registration process will take no longer than
the time required to capture a 3DUS volume. Capturing a 45°
sweep of sagittal B-mode images using our TRUS robot takes
approximately 3 s.

Automatic detection of markers in a camera image is a well
studied problem in computer vision (many commercial optical
tracking systems are based on this) so we do not believe this step
will present an obstacle. We have recently described a method
for automatic localization of surface fiducials in 3DUS [33]
that takes advantage of the regular appearance of surface fidu-
cials, and the fact that their distinctive comet-tail reverberations
(see Fig. 7) distinguish them from surrounding features. In the
described method, fiducials are detected in the 2D TRUS im-
ages using a circular Hough transform, and a clustering algo-
rithm is used to group detections across images and remove
outliers. In a similar experiment to the one described above in
Section II-D, a TRUS robot was automatically registered to the
da Vinci kinematic coordinate system with an average error of
1.80 £+ 0.32 mm [33]. The algorithm is currently implemented
in Matlab and takes approximately 55 s to process an 80° sweep
of TRUS images. Future implementation in C++ and optimiza-
tion should reduce the runtime to an acceptable level.

Relative motion of the ultrasound transducer and external
coordinate system invalidates the registration generated by our
method. This is likely not an issue when registering a TRUS
probe manipulator to the da Vinci kinematic coordinate system,
as both robots generally remain stationary throughout the
RALRP procedure. The da Vinci stereo endoscope does move
throughout the procedure, however its motion relative to the
TRUS system can be resolved using the kinematic information
streamed by the da Vinci API, and this can be used to update the
registration. This necessitates calibrating the camera coordinate
system of the stereo endoscope to the da Vinci’s kinematic
coordinate system, which can performed using existing camera
calibration tools [17]. Our method can also be made to provide
registrations very quickly (i.e., in 5 s or less), so surgeons
could simply reapply our registration tool if inaccuracy was
suspected.

We propose the following clinical procedure for applying
our method to generate camera overlays in RALRP. Before the
surgery, a standard stereo camera calibration of the da Vinci en-
doscope would be performed. After the patient was secured and
sedated, a robotic TRUS probe holder or other 3D TRUS system
would be installed on the table and positioned to image the pa-
tient’s prostate. Early in the surgery, for example before dissec-
tion of the prostate off the bladder wall, the registration tool
would be inserted, applied to the surface of the prostate using
the da Vinci manipulators, and imaged to generate a registration.
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The tool could be removed, or left in the patient away from the
surgeon’s active working area. Robot kinematics would then be
used to update the registration through surgery. If the surgeon
desired, the tool would be reapplied and used to generate a new
registration.

Although the drop-in tool we have described in this paper
was intended to be as clinically realistic as possible, some de-
sign modification will be necessary before it can be used in an
actual clinical setting. The tool will likely need to be constructed
as a single solid part, in order to avoid the use of any adhesives
or welding. Optical features that can be localized by the stereo
cameras will also need to be machined into the tool, or robust
biocompatible optical markers will be needed. Different strate-
gies for introducing and manipulating the tool in the body will
also need to be evaluated. The drop-in tool was initially con-
ceived as a small passive device that would be carried into the
surgical cavity and manipulated by the da Vinci instruments,
similar to sutures. For better control with the da Vinci manip-
ulators, it might be desirable to add a flexible tether or other
attachment to the tool, although this would make the tool larger
and more cumbersome. Another possibility is to attach the reg-
istration tool to a standard laparoscopic tool body, allowing it to
be manipulated directly by the patient-side surgeon. This would
make removing and reinserting the tool between applications
simpler. We plan to develop multiple clinical prototypes, and
compare them in a future study.

The registration method we have described requires that the
3DUS images a tissue surface from the opposite side of the
stereo endoscope and laparoscopic tools. This makes it well
suited to intraoperative TRUS in RALRP. Another possible ap-
plication is the registration of external abdominal 3DUS during
Robotic-Assisted Partial Nephrectomy. Unfortunately, the geo-
metric requirements of our method make it less suited to the reg-
istration of laparoscopic ultrasound (LUS). While in some cases
it might be possible to utilize our registration method with LUS,
for example by applying the registration tool and LUS probe
to opposite lateral aspects of the prostate, previously described
methods based on optical markers attached to the LUS probe [5],
[34] likely hold more promise. It is also worth noting that while
our focus in this paper has been registration to the stereo endo-
scope of the da Vinci system, our method can also potentially be
applied to conventional single-channel laparoscopic vision sys-
tems. This assumes that the optical markers on the registration
tool can be localized accurately enough in 3D using a single la-
paroscopic camera.

The registration accuracy results presented in this paper ap-
pear promising; however, many aspects of an actual clinical en-
vironment may have an important impact on the accuracy of reg-
istration or the usability of the method. The lighting within the
surgical field may be too intense or too low for accurate camera
marker detection, and the ultrasound fiducials may appear dif-
ferently when imaged through living tissue. Follow up in vivo
tests will be able to answer these questions.

We plan to proceed in two primary directions with our in vivo
testing. First, in animal models, we will apply our drop-in tool
method to provide TRUS image overlays in a simulated RALRP
procedure. This will allow us to evaluate the effectiveness of the
method, as well as gain insight needed to finalize a clinically
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appropriate design. Second, in an initial patient trial for which
we have already obtained ethical approval, we will use existing
surgical instruments to register our TRUS robot to the kinematic
coordinate system of a da Vinci robot during RALRP. This will
require only minimal modification to the existing surgical pro-
cedure (essentially the addition of the TRUS robot and the short
delays required for data collection). This initial patient trial will
allow us to evaluate the accuracy of registration in vivo.

It should be noted that the registration work described in this
paper represents part of a larger research objective: the develop-
ment of an augmented reality system for RALRP. Further work
in anatomical model construction and user interface design will
be required before a complete AR system can be applied and
evaluated in a clinical scenario. On the other hand, our regis-
tration method does have more immediate clinical applications
which we will evaluate sooner, such as the surgical instrument
tracking described in [20].

V. CONCLUSION

We have presented a new method for registering 3DUS data
to the stereo camera and kinematic coordinate system of a sur-
gical robot. Compared to existing methods, our identification of
common points on an air—tissue boundary eliminates the need
for external tracking systems in the operating room. It also does
not require any modifications to existing US or camera systems.
For US to camera registration, the only additional equipment
required is a simple, inexpensive tool which can be made suffi-
ciently compact to fit through a cannula. Validation shows an av-
erage TRE 0of 3.85+1.76 mm and 2.36+1.01 mm when imaging
a single tool pose through PVC phantom and liver tissue re-
spectively, which are considered ideal conditions. Incorporating
two poses of the registration tool significantly improves TRE to
2.16 + 1.16 mm and 1.67 £+ 0.75 mm for PVC and liver, re-
spectively. For registration of US data to the kinematic coor-
dinate system of a surgical robot, existing surgical manipula-
tors are sufficient to generate registration features, and no addi-
tional equipment is required. Validation shows an average TRE
of 0.95 + 0.38 mm when imaging through PVC phantom. After
further developing methods for automatic ultrasound fiducial
localization and optical marker triangulation, we plan to apply
our registration method to augmented reality systems in clinical
trials.

ACKNOWLEDGMENT

The authors wish to thank S. DiMaio of Intuitive Surgical
Inc., and C. Schneider for their assistance with this work.

REFERENCES

[1] D. Teber, S. Guven, T. Simpfendorfer, M. Baumhauer, E. O. Giiven, F.
Yencilek, A. S. Gozen, and J. Rassweiler, “Augmented reality: A new
tool to improve surgical accuracy during laparoscopic partial nephrec-
tomy? preliminary in vitro and in vivo results,” Eur. Urol., vol. 56, no.
2, pp. 332-338, 2009.

[2] L.-M. Su, B. P. Vagvolgyi, R. Agarwal, C. E. Reiley, R. H. Taylor, and
G. D. Hager, “Augmented reality during robot-assisted laparoscopic
partial nephrectomy: Toward real-time 3D-CT to stereoscopic video
registration,” Urology, vol. 73, no. 4, pp. 896-900, 2009.

[3]

(4]

[5

—

[6

—_

[7

—

(8]

]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

2141

W. E. L. Grimson, M. E. Leventon, G. J. Ettinger, A. Chabrerie, F.
Ozlen, S. Nakajima, H. Atsumi, R. Kikinis, and P. Black, “Clinical ex-
perience with a high precision image-guided neurosurgery system,” in
Proc. Ist Int. Conf. Med. Image Computing Computer-Assisted Inter-
vent., 1998, vol. 5241, pp. 63-73.

D. Cohen, E. Mayer, D. Chen, A. Anstee, J. Vale, G.-Z. Yang, A. Darzi,
and P. Edwards, “Augmented reality image guidance in minimally
invasive prostatectomy,” in Int. Workshop Prostate Cancer Imag.:
Computer-Aided Diagnosis Prognosis Intervent., 2010, vol. 6367, pp.
101-110.

J. Leven, D. Burschka, R. Kumar, G. Zhang, S. Blumenkranz, X. Dai,
M. Awad, G. Hager, M. Marohn, M. Choti, C. Hasser, and R. Taylor,
“Davinci canvas: A telerobotic surgical system with integrated, robot-
assisted, laparoscopic ultrasound capability,” in Proc. 8th Int. Conf.
Med. Image Computing Computer-Assisted Intervent., 2005, vol. 3749,
pp. 811-818.

C. L. Cheung, C. Wedlake, J. Moore, S. E. Pautler, A. Ahmad, and T.
M. Peters, “Fusion of stereoscopic video and laparoscopic ultrasound
for minimally invasive partial nephrectomy,” in SPIE Med. Imag.:
Visualizat. Image-Guided Procedures Model., 2009, vol. 7261, pp.
726109-1-726109-10.

C. Cheung, C. Wedlake, J. Moore, S. Pautler, and T. Peters, “Fused
video and ultrasound images for minimally invasive partial nephrec-
tomy: A phantom study,” in Proc. 13th Int. Conf. Med. Image Com-
puting Computer-Assisted Intervent., 2010, vol. 6363, pp. 408—415.
O. Ukimura and L. S. Gill, “Augmented reality for computer-assisted
image-guided minimally invasive urology,” in Contemporary Inter-
ventional Ultrasonography in Urology. New York: Springer Verlag,
2009, pp. 179-184.

O. Ukimura and 1. S. Gill, “Imaging-assisted endoscopic surgery:
Cleveland clinic experience,” J. Endourol., vol. 22, no. 4, pp. 803-810,
2008.

R. F. Coelho, S. Chauhan, K. J. Palmer, B. Rocco, M. B. Patel, and V.
R. Patel, “Robotic-assisted radical prostatectomy: A review of current
outcomes,” Brit. J. Urol., vol. 104, no. 10, pp. 1428-1435, 2009.

O. Ukimura et al., “Real-time transrectal ultrasonography during
laparoscopic radical prostatectomy,” J. Urol., vol. 172, no. 1, pp.
112-118, 2004.

0. Ukimura, C. Magi-Galluzzi, and 1. Gill, “Real-time transrectal ul-
trasound guidance during laparoscopic radical prostatectomy: Impact
on surgical margins,” J. Urol., vol. 175, no. 4, pp. 1304-1310, 2006.
H. van der Poel, W. de Blok, A. Bex, W. Meinhardt, and S. Horenblas,
“Peroperative transrectal ultrasonography-guided bladder neck dissec-
tion eases the learning of robot-assisted laparoscopic prostatectomy,”
Brit. J. Urol., vol. 102, no. 7, pp. 849-852, 2008.

C. A. Linte, J. Moore, A. D. Wiles, C. Wedlake, and T. M. Peters,
“Virtual reality-enhanced ultrasound guidance: A novel technique for
intracardiac interventions,” Comput. Aided Surg., vol. 13, no. 2, pp.
82-94, 2008.

F. Lindseth, G. A. Tangen, T. Lange, and J. Bang, “Probe calibration
for freehand 3-D ultrasound,” Ultrasound Med. Biol., vol. 29, no. 11,
pp. 1607-1623, 2003.

L. Mercier, T. Langg, F. Lindseth, and D. L. Collins, “A review of cal-
ibration techniques for freehand 3-D ultrasound systems,” Ultrasound
Med. Biol., vol. 31, no. 4, pp. 449471, 2005.

J.-Y. Bouguet, Camera Calibration Toolbox 2010 [Online]. Available:
http://www.vision.caltech.edu/bouguet;j/

M. C. Yip, T. K. Adebar, R. N. Rohling, S. E. Salcudean, and C. Y.
Nguan, “3D ultrasound to stereoscopic camera registration through an
air-tissue boundary,” in Proc. 13th Int. Conf. Med. Image Computing
Computer-Assisted Intervent., 2010, vol. 6362, pp. 626—634.

J. Abbott, P. Marayong, and A. Okamura, “Haptic virtual fixtures
for robot-assisted manipulation,” in Robotics Research, S. Thrun, R.
Brooks, and H. Durrant-Whyte, Eds. Berlin, Germany: Springer,
2007, vol. 28, pp. 49-64.

T. K. Adebar, O. Mohareri, and S. E. Salcudean, “Instrument-based
calibration and remote control of intraoperative ultrasound for robot-
assisted surgery,” in /EEE Int. Conf. Biomed. Robot. Biomechatron.,
2012, pp. 38-43.

S. DiMaio and C. Hasser, “The da vinci research interface,” in MICCAI
Workshop: Syst. Architect. Comput. Assist. Intervent., 2008 [Online].
Available: http://hdl.handle.net/1926/1464

T. K. Adebar, S. E. Salcudean, S. Mahdavi, M. Moradi, C. Y. Nguan,
and S. L. Goldenberg, “A robotic system for intra-operative trans-rectal
ultrasound and ultrasound elastography in radical prostatectomy,” in
Proc 2nd Int. Conf. Inf. Process. Comput.-Assist. Intervent., 2011, vol.
6689, pp. 79-89.



2142

[23] M. Han, C. Kim, P. Mozer, F. Schéfer, S. Badaan, B. Vigaru, K. Tseng,
D. Petrisor, B. Trock, and D. Stoianovici, “Tandem-robot assisted la-
paroscopic radical prostatectomy to improve the neurovascular bundle
visualization: A feasibility study,” Urology, vol. 77, no. 2, pp. 502-506,
2011.

[24] A.J. Hung, A. L. De Castro Abreu, S. Shoji, A. C. Goh, A. K. Berger,
M. M. Desai, M. Aron, 1. S. Gill, and O. Ukimura, “Robotic tran-
srectal ultrasonography during robot-assisted radical prostatectomy,”
Eur. Urol., vol. 62, no. 2, pp. 341-348, 2012.

[25] Matlab Statistics Toolbox Users Guide. Natick, MA: Math Works,
2008.

[26] D. M. Kwartowitz, S. D. Herrel, and R. L. Galloway, “Toward image-
guided robotic surgery: Determining intrinsic accuracy of the daVinci
robot,” Int. J. CARS, vol. 1, no. 3, pp. 157-165, 2006.

[27] D. M. Kwartowitz, S. D. Herrel, and R. L. Galloway, “Update: Toward
image-guided robotic surgery: Determining the intrinsic accuracy of
the daVinci-s robot,” Int. J. CARS, vol. 1, pp. 301-304, 2007.

[28] I. Hacihaliloglu, R. Abugharbich, A. Hodgson, P. Guy, and R.
Rohling, “Bone surface localization in ultrasound using image
phase based features,” Ultrasound Med. Biol., vol. 35, no. 9, pp.
1475-1487, 2009.

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 31, NO. 11, NOVEMBER 2012

[29] R. A. Beasley and R. D. Howe, “Model-based error correction for
flexible robotic surgical instruments,” in Proc. Robot. Sci. Syst. Conf.,
2005, pp. 359-364.

[30] Z.Pezzementi, S. Voros, and G. D. Hager, “Articulated object tracking
by rendering consistent appearance parts,” in /[EEE Int. Conf. Robot
Automat., 2009, pp. 1225-1232.

[31] W.Zhao, C.J. Hasser, W. C. Nowlin, and B. D. Hoffman, “Methods of
locating and tracking robotic instruments in robotic surgical systems,”
U.S. Patent 20 090 088 773, Apr. 2009.

[32] T. Zhao, W. Zhao, and W. C. Nowlin, “Configuration marker design
and detection for instrument tracking,” U.S. Patent 20 100 168 763,
Jul. 2010.

[33] O. Mohareri, M. Ramezani, T. K. Adebar, P. Abolmaesumi, and S.
E. Salcudean, “Automatic detection and localization of da Vinci tool
tips in 3D ultrasound,” in Proc. 3rd Int. Conf. Inf. Process. Computer-
Assisted Intervent., 2012, vol. 7330, pp. 22-32.

[34] C. Schneider, J. Guerrero, C. Y. Nguan, R. Rohling, and S. E.
Salcudean, “Intra-operative “pick-up” ultrasound for robot assisted
surgery with vessel extraction and registration: A feasibility study,” in
Proc. 2nd Int. Conf. Inf. Process. Computer-Assisted Intervent., 2011,
vol. 6689, pp. 122-132.



